
International Journal of Heat and Fluid Flow 30 (2009) 930–938
Contents lists available at ScienceDirect

International Journal of Heat and Fluid Flow

journal homepage: www.elsevier .com/ locate / i jhf f
DNS of heat transfer in transitional, accelerated boundary layer flow over a flat
plate affected by free-stream fluctuations

Jan G. Wissink a,*, Wolfgang Rodi b

a School of Engineering and Design, Howell Building, Brunel University, Uxbridge UB8 3PH, UK
b Institute for Hydromechanics, University of Karlsruhe, Kaiserstr. 12, D-76128 Karlsruhe, Germany
a r t i c l e i n f o

Article history:
Received 14 October 2008
Received in revised form 30 April 2009
Accepted 6 June 2009
Available online 2 July 2009

Keywords:
Heat transfer
Accelerating boundary layer
Streaks
0142-727X/$ - see front matter � 2009 Elsevier Inc. A
doi:10.1016/j.ijheatfluidflow.2009.06.003

* Corresponding author. Tel.: +44 1895 267371.
E-mail address: jan.wissink@brunel.ac.uk (J.G. Wis
a b s t r a c t

Direct numerical simulations (DNS) of flow over and heat transfer from a flat plate affected by free-
stream fluctuations were performed. A contoured upper wall was employed to generate a favourable
streamwise pressure gradient along a large portion of the flat plate. The free-stream fluctuations origi-
nated from a separate LES of isotropic turbulence in a box. In the laminar portions of the accelerating
boundary layer flow the formation of streaks was observed to induce an increase in heat transfer by
the exchange of hot fluid near the surface of the plate and cold fluid from the free-stream. In the regions
where the streamwise pressure gradient was only mildly favourable, intermittent turbulent spots were
detected which relaminarised downstream as the streamwise pressure gradient became stronger. The
relaminarisation of the turbulent spots was reflected by a slight decrease in the friction coefficient, which
converged to its laminar value in the region where the streamwise pressure gradient was strongest.

� 2009 Elsevier Inc. All rights reserved.
1. Introduction

Free-stream turbulence in incoming flow can influence strongly
heat transfer to turbine blades. The physical mechanisms involved
are only just beginning to be understood (Mayle et al., 1998).
Mainly two effects of free-stream turbulence impinging on the
blade’s boundary layer can be distinguished:

(1) Earlier transition on the suction side which leads to an
increase in heat transfer due to turbulent motion of the
boundary layer flow.

(2) Increase in heat transfer in regions where the boundary
layer remains laminar; here one can differentiate between:

� Pretransitional/inactive regions of the suction side

boundary layer.
� The entire pressure side boundary layer.
Free-stream turbulence can be either uniformly distributed or
concentrated in wakes. To be able to predict the effects of free-
stream turbulence impinging on a boundary layer one needs to
know both the integral length-scale of this turbulence and its tur-
bulence level. When free-stream turbulence is concentrated in
wakes, also the frequency of these wakes should be taken into
account.

Several experiments have been performed to study the influ-
ence of free-stream turbulence on ‘‘laminar” heat transfer – that
ll rights reserved.

sink).
is: the heat transfer in regions where the boundary layer is laminar
– and on boundary layer transition. In their experimental studies of
laminar heat transfer to a flat plate affected by free-stream fluctu-
ations, Kestin et al. (1961) and Junkhan and Serovy (1967) discov-
ered that in order for these fluctuations to be able to increase heat
transfer, the affected laminar boundary layer flow needs to be
accelerating. These findings were confirmed by the experiments
of Schulz (1986), who measured heat-transfer distributions around
a typical fore-loaded airfoil for several free-stream turbulence lev-
els. Along the stagnation region at the leading edge, where the
acceleration is very strong, the highest heat transfer was found.
On the suction surface, where a laminar to turbulent transition oc-
curs, the main effect was to cause an earlier onset of transition
inducing a subsequent increase in heat transfer. Along the pressure
side, where the highly accelerated boundary layer remains laminar,
the main effect of the free-stream turbulence was to cause a large
increase in laminar heat transfer. Liu and Rodi (1994a,b) performed
heat-transfer measurements of flow in a model turbine cascade
with incoming wakes. With increasing wake-frequency, the heat
transfer along both the pressure side – with its strong acceleration
– and the favourable pressure gradient portion of the suction side,
was found to increase, see also Wissink and Rodi (2006). In the
recent experiments of Choi et al. (2004), studying the effect of
free-stream turbulence on turbine blade heat transfer, the
grid-generated turbulence was shown to affect the heat transfer
along both areas of the turbine blade with flow acceleration (i.e.
the entire pressure side and approximately the upstream half of
the suction side) and also along those areas which exhibit transi-
tion to turbulence. Increasing the free-stream turbulence level
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Table 1
Overview of the simulations performed. K is the integral length-scale of the free-
stream fluctuations at the inflow plane and lz is the spanwise size. The level of the
free-stream fluctuations added at the inflow plane in Simulations T30–T42 was
Tu ¼ 5% and the Reynolds number – based on inflow velocity and the length-scale L
(see Fig. 1) – was Re ¼ 80000.

Simulation Grid lz K

T00 902� 294� 4 0:0003L –
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– while keeping the Reynolds number fixed – was shown to lead to
an increase in heat transfer.

The aim of the paper is to further elucidate the physical mech-
anisms that play a role in the interaction of free-stream fluctua-
tions in an accelerating main flow and the boundary layer of a
heated object. The present series of DNS concerns the influence
of uniformly distributed free-stream turbulence with two pre-
scribed integral length-scales on the laminar heat transfer from a
heated flat plate with an accelerating main flow.

2. Computational details

The three-dimensional, incompressible Navier–Stokes equa-
tions were discretised using a finite-volume method with a collo-
cated variable arrangement. In space, a second-order accurate
central discretisation was used, combined with a three-stage Run-
ge–Kutta method for the time-integration. To avoid the decoupling
of the velocity field and the pressure field, the momentum interpo-
lation procedure of Rhie and Chow (1983) was employed. The Pois-
son equation for the pressure was iteratively solved using the SIP
solver of Stone (1968). A more complete description of the compu-
tational code can be found in Breuer and Rodi (1996). For the heat
transfer, a convection–diffusion equation for the temperature, T,
was solved using a second-order accurate central finite-volume
method which was again combined with a three-stage Runge–Kut-
ta method for the time-integration. The Prandtl-number was cho-
sen to be Pr ¼ 0:71. The code was parallelised using the standard
message passing interface (MPI) protocol.

Fig. 1 shows a section at midspan through the computational
domain. The shape of the contoured upper wall was chosen such
that a uniform area region is obtained immediately downstream
of the inflow plane to let the flow settle, followed by a contraction
to induce a strong acceleration along a large part of the flat plate.
The spanwise size of the computational domain was varied to
accommodate free-stream fluctuations with various integral
length-scales K. The reference length-scale L is implicitly defined
in Fig. 1. The flat plate was heated to a fixed temperature of
T ¼ T0, while the oncoming outer flow had a temperature of
T ¼ 0:7T0. At the surface of the flat plate (i.e. the lower wall) a
no-slip boundary condition was prescribed, at the outlet a convec-
tive outflow boundary condition was used, and in the spanwise
direction periodic boundary conditions were applied. Along the
contoured upper wall a free-slip boundary condition was em-
ployed. Free-stream fluctuations ðu0; v 0;w0Þt were generated in a
separate LES of isotropic turbulence in a box, see Wissink and Rodi
(2006). One single snapshot of the isotropic turbulent velocity field
was subsequently selected to introduce fluctuations into the com-
putational domain. Because of the finite number of modes in the
snapshot, the spectrum of the introduced fluctuations also had a fi-
nite number of modes: It consisted of a base frequency fbase ¼ U0=D
(determined by the size of the box D) and a number of discrete fre-
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Fig. 1. Spanwise cross-section through the computational domain of Simulations
T00, T30, T40.
quencies which were all higher harmonics of fbase. At the inflow
plane, located at x=L ¼ 0:0, the free-stream fluctuations
ðu0;v 0;w0Þt were superposed on a Blasius profile with a boundary
layer thickness of d99 ¼ 0:0040L in which the v-velocity component
was set to zero, i.e.
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where ðuin;v in;winÞt is the velocity at the inlet and ub is the u-com-
ponent of the Blasius profile. The multiplication by ub guarantees
that the no-slip boundary condition was fulfilled at y=L ¼ 0. As
shown in Table 1, a total of five simulations were performed at a
Reynolds number of Re ¼ 80000, based on the free-stream velocity
at the inflow plane, U0, and the length-scale L, implicitly defined in
Fig. 1. Simulation T00 was effectively two-dimensional and its pur-
pose was to obtain laminar reference data (i.e. without inflow fluc-
tuations). Simulations T30–T42 were performed using free-stream
fluctuations with a level of Tu ¼ 5% at the inflow plane. The integral
length-scale of the free-stream fluctuations at the inflow plane was
varied from K ¼ 0:0415L in Simulations T40–T42 to K ¼ 0:0830L in
Simulation T30. Here K is defined as

K ¼
Z 1

2lz

0
R33ðz0Þdz0;

where R33ðz0Þ ¼ covðwðz0; tÞ;wðz0 þ z0; tÞÞ=varðwðz0; tÞÞ is the two-
point correlation function at x=L ¼ 0 and arbritrary y location.

Fig. 2 shows every eighth grid-line in a cross-section through
the computational domain at midspan. The distribution of grid-
points in the mesh was based on experience gained earlier in per-
forming various DNS of flow in low-pressure turbine cascades – see
Michelassi et al. (2002) and Wissink (2003) – and produced a rea-
sonable resolution of the flat plate boundary layer. The distance of
the wall-nearest grid-point to the flat plate (in wall-units) reaches
values between Dþy ¼ 1:2 and Dþy ¼ 2:2 in Simulation T40, Dþy ¼ 1:1
and Dþy ¼ 1:9 in Simulation T41, and Dþy ¼ 0:6 and Dþy ¼ 0:95 in
Simulation T42. In the streamwise and spanwise directions, the
typical grid size varies from Dþx ¼ 21; Dzþ ¼ 10 to Dþx ¼
80; Dzþ ¼ 39 in Simulation T40; Dþx ¼ 13:8; Dzþ ¼ 5 to Dþx ¼
40; Dzþ ¼ 15 in Simulation T41; and Dþx ¼ 9:7; Dzþ ¼ 2:6 to
Dþx ¼ 28; Dzþ ¼ 7:5 in Simulation T42. The typical near-wall grid
T30 902� 294� 512 1:4L 0:0830L
T40 902� 294� 256 0:7L 0:0415L
T41 1366� 366� 512 0:7L 0:0415L
T42 1980� 450� 1024 0:7L 0:0415L

Fig. 2. Mesh at midspan showing every eighth grid-line.
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Fig. 4. Nusselt number Nu along the flat plate for Simulations T40—T42 listed in
Table 1.
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sizes given above indicate that the boundary layer is well resolved
in Simulation T42 and reasonably well in Simulations T40 and T41.

3. Results

3.1. Grid-refinement study

Simulations T40–T42 are part of a grid-refinement study, which
was performed to further assess the quality of the meshes.

Figs. 3 and 4 show the results of this study. In Fig. 3 a compar-
ison is given of the mean friction coefficient, Cf (left pane) and the
shape factor, H (right pane). In the region upstream of x=L ¼ 3:4,
there is virtually no influence of refining the grid on Cf and H.
The small differences observed are most likely related to the occu-
rence of turbulent spots (that can be seen in Figs. 9–11), which in
one simulation may be slightly more intense or occur slightly more
often than in the other. The increase in the friction coefficient in
Simulation T40 that is observed downstream of x=L � 3:2 – where
the favourable pressure gradient weakens – is a result of transition
to turbulence: as some of the streaks become unstable, turbulent
spots are formed that grow as they are convected downstream
where they eventually amalgamate to form a fully turbulent
boundary layer.

As can be seen in the right pane, upstream of x=L � 1:3, the
shape factor gradually declines from the laminar value of H ¼ 2:6
at x=L ¼ 0 to the mildly turbulent value of H � 2 at x=L ¼ 1:3.
Downstream of the plateau between x=L ¼ 1:3 and x=L ¼ 1:4, the
shape factor gradually rises again indicating a relaminarisation of
the flow. Laminar values of H are again obtained around x=L ¼ 3.
Even though the integral length-scales of the free-stream fluctua-
tions are identical, it is only in Simulation T40 that both the shape
factor and Cf indicate that the boundary layer flow undergoes tran-
sition to turbulence immediately upstream of x=L ¼ 4. This is di-
rectly related to the resolution of the boundary layer, which in
Simulation T40 is somewhat too coarse to describe accurately the
dynamics of the small-scale fluctuations.

In order to study the effect of grid-refinement on the heat trans-
fer, in Fig. 4 (left pane) the Nusselt numbers Nu obtained in the
simulations T40, T41 and T42 are compared to one another. Nu is
used as a measure for the heat transfer from the flat plate to the
outer flow and is defined by Nu ¼ hL

k , where k is the thermal diffu-
sivity and h is the heat transfer coefficient at the wall defined by

h ¼ qw

T0 � aT0
¼
�k @T

@y

T0 � aT0
¼ �k
ð1� aÞL

@ T
T0

� �

@ y
L

� � ;
where the unit of h is W=ðm2 KÞ. In this relation, qw is the heat flux
at the wall and a ¼ 0:7 is the ratio between the temperatures of the
outer flow and the blade. In the laminar (also referred to as pretran-
sitional) region of the boundary layer – upstream of x=L ¼ 3:4 – the
Nusselt numbers obtained in the Simulations T40–T42 are virtually
x/L
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Fig. 3. Mean friction coefficient Cf (left) and shape factor H (right)
the same. A sudden increase in Nu, caused by the boundary layer
flow undergoing transition between x=L ¼ 3:4 and x=L ¼ 4:0 (also
evidenced by the values of Cf and H in Fig. 3), is only observed in
Simulation T40 which has the coarsest grid.

In the further analysis of the flow the focus will be on the best
resolved simulation, T42, and on the Simulations T00 and T30.
Though the latter two simulations have a similar resolution as Sim-
ulation T40, this is judged to be sufficient since in the region of
interest, upstream of x=L ¼ 3:4, the resolution of Simulation T40
is found to be adequate. Further, because the integral length-scale
of the free-stream fluctuations is larger in Simulation T30 than in
Simulation T40, in the former the free-stream fluctuations are bet-
ter resolved on the same grid. That this is sufficient in Simulation
T30 is further supported by the fact that the boundary layer does
not undergo transition upstream of x=L ¼ 4. The reason for this is
that the streak instability is triggered by relatively small-scale
free-stream fluctuations which in Simulation T30 are not as strong
as in Simulation T40. Because the integral length-scale is larger,
less energy is contained in the smaller scales.

3.2. Time-averaged quantities

Fig. 5 (left) displays the wall static-pressure distribution

Cp ¼
�p��pref
1
2U2

ref
along the flat plate from Simulation T00. The Cp-distribu-

tion shown is characteristic for all simulations. The reference val-
ues for the mean pressure �pref and the mean velocity Uref were
extracted at x=L ¼ 0:2; y=L ¼ 1:4. Around x=L ¼ 0:5 the pressure
gradient is observed to be virtually zero. Between x=L � 1 and
x=L � 4 the pressure gradient is strongly favourable and down-
stream of x=L ¼ 4 it again becomes zero. In the strongly favourable
pressure gradient (FPG) region, the boundary layer flow is stabi-
lised and transition is suppressed. Fig. 5 (right) shows the acceler-
ation parameter K ¼ U0L

Re�u2

� �
@�u
@x extracted in the middle of the

computational domain from Simulation T00. Between x=L ¼ 0
and x=L � 3:9 the acceleration parameter is found to be larger than
zero. In the region 1:4 < x=L < 3:0, the acceleration parameter K is
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larger than 2:5� 10�6, which – according to the criterion of Jones
and Launder (1973) – is sufficiently strong for a turbulent bound-
ary layer flow to relaminarise. The strongest acceleration
ðK � 4:8� 10�6Þ is found at x=L � 2:1. Compared to the values of
K obtained in the stagnation region of an aerodynamic body, the
values obtained here are only moderate. For instance, in the simu-
lation of flow around a circular cylinder at ReD ¼ 3300 (based on
free-stream velocity and cylinder diameter, see also Wissink and
Rodi (2008)), in the immediate vicinity of the stagnation line, K as-
sumes values that are several orders of magnitude larger than the
maximum value obtained in the present simulation. Moreover, if in
the cylinder case the stagnation line is identified by / ¼ 0

�
– where

/ is the angle associated with the circumferential coordinate – in
the entire sector �81

�
< / < 81

�
the acceleration parameter K is
δ 9
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Fig. 6. Upper pane: boundary layer thickness d99 in Simulation T00. Middle pane: co
comparison of thermal boundary layer profiles from Simulations T00 and T42.
found to be larger than 2:5� 10�6. For the flow along the suction
side of the turbine blade investigated in Wissink and Rodi
(2006), K is larger than 2:5� 10�6 in the entire region upstream
of x=L ¼ 0:4.

Fig. 6 (upper pane) shows the boundary layer thickness, d99,
along the flat plate obtained in the Simulation T00. In the FPG re-
gion, at x=L � 3:2; d99 reaches a (local) minimum value of
0:00723L – a factor 5.7 times smaller than the integral length-scale
K of the free-stream fluctuations in Simulations T40–T42 and a fac-
tor 11:5 smaller than the value of K obtained in Simulation T30.
The latter value of the integral length-scale comes very close to
the optimum integral length-scale Kopt � 10d99 of the free-stream
turbulence that was advocated by Dullenkopf and Mayle (1995)
as being most effective in causing an increase in laminar heat
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transfer. The maximum value of d99 ¼ 0:01583L, reached at
x=L � 1:0, is about 2.6 times smaller than K in Simulations T40–
T42 and about 5.2 times smaller than K in Simulation T30. The
middle pane of Fig. 6 shows a comparison of the actual boundary
layer (mean U-velocity) profiles at x=L ¼ 0:1;0:2;0:5;1:0;1:5;
. . . ;4:0 obtained in Simulations T00 and T42. The boundary layer
profiles from both simulations are very similar apart from some
slight deviations at x=L ¼ 1;1:5;2, where in Simulation T42 fluctu-
ations have disturbed the boundary layer. These fluctuations are
damped and disappear farther downstream because of the acceler-
ating outer flow. The fluctuations, through u0v 0 (see Fig. 7), diffuse
the boundary layer in Simulation T42 in the outer region, leading
to a slower approach of the velocity to the free-stream velocity.
The resulting nominal increase in the thickness of the layer is, as
a consequence, not well defined and hence not directly included
in Fig. 6 (upper pane). Because of similar effects, also the temper-
ature profiles from Simulation T42 (displayed in the lower pane)
exhibit a rather slow approach to the free-stream value. Away from
the wall, compared to the velocity profiles, the effect of free-stream
fluctuations on the temperature profiles is found to be more signif-
icant and extends farther out as the heat flux v 0T 0 goes to zero only
at y=L � 0:06 (see Fig. 8). Closer to the wall, the temperature pro-
files of Simulations T00 and T42 can be seen to be rather similar
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fluctuation-induced heat flux at several locations in the flat plate boundary layer from S
apart from the slightly fuller profiles obtained for x=L P 1 in Sim-
ulation T42 that is caused by the free-stream fluctuations.

Fig. 7 (upper left pane) shows the mean friction coefficient, Cf ,
along the flat plate for Simulations T00, T30 and T42, see Table 1.
Compared to the fully laminar Simulation T00, between x=L � 0:3
and x=L � 2:8 the Cf levels in Simulations T30 and T42 are some-
what elevated with a maximum increase at x=L � 1:5 of 13% in
Simulation T30 and approximately 25% in Simulation T42. The in-
crease in Cf is explained by the occurence of turbulent spots (that
can be seen in Figs. 9–11). The differences observed between Sim-
ulations T30 and T42 are most likely related to a more frequent/in-
tense appearance of turbulent spots in Simulation T42. Owing to
the stronger favourable pressure gradient in the downstream re-
gion, these turbulent spots relaminarise as they are convected
downstream. For x=L > 1:5 the Cf -level slowly returns to its lami-
nar value in both Simulations T30 and T42. Because the friction
coefficient assumes laminar values in the vicinity of x=L ¼ 3, we
can conclude that in this region any increase in Nu is a true exam-
ple of an increase in laminar heat transfer which is solely caused by
the presence of streaks.

Fig. 7 (upper right pane) shows the time-averaged shape factor,
H, along the flat plate for Simulations T00, T30 and T42. Compared
to the laminar Simulation T00, the shape factors in Simulations T30
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Fig. 10. Simulation T30: zoomed view of the upper turbulent spot in the upper
pane of Fig. 9. The scaling of u0 can be found in Fig. 9.

Fig. 11. Simulation T42: grid plane close to the flat plate with contours of the
streamwise velocity fluctuations u0 (upper pane) and temperature fluctuations
ðT 0 ¼ T � TÞ (lower pane). The dark ellipses identify turbulent(-like) spots. The
scaling of u0 and T 0 can be found in Fig. 9.

Fig. 9. Simulation T30: grid plane close to the flat plate with contours of the
streamwise velocity fluctuations (upper pane) and temperature fluctuations
ðT 0 ¼ T � �TÞ (lower pane). The dark ellipses identify turbulent(-like) spots.
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and T42 are decreased upstream of x=L ¼ 2:5, which evidences the
fact that the boundary layer flow is to some extent transitional. The
largest decrease can be seen in Simulation T42, which indicates
that transition in Simulation T42 reaches a more advanced stage,
with more frequent and/or stronger turbulent spots than in Simu-
lation T30. In both Simulations T30 and T42, a gradual growth in H
towards the laminar values of Simulation T00 can be observed in
the region 1:1 < x=L < 2:5. Downstream of x=L ¼ 2:5, the shape fac-
tors in all simulations virtually coincide with one another, indicat-
ing that the flow is virtually laminar in all simulations. Compared
to the shape factor, however, the friction coefficient appears to be
more sensitive with respect to the presence of small pockets of tur-
bulence in the flow as it indicates the boundary layer to turn fully
laminar somewhat farther downstream (see above).

Fig. 7 (lower pane) shows the total shear stress

s ¼ 1
Re

@ U
U0

� �

@ y
L

� � � u0v 0

U2
0

of Simulations T00 and T42 and the shear stress due to fluctuations,
� u0v 0

U2
0

, of Simulation T42 at several locations x=L ¼ 0;1; 0:2; 0:5;
1:0; . . . ;4:0 along the flat plate. Because of the absence of free-
stream fluctuations in Simulation T00, u0v 0 ¼ 0 and the total shear

stress is identical to the viscous stress 1
Re

@ U
U0

� �
@

y
Lð Þ

. In Simulation T42,

the fluctuations cause the shear stress to extent further away from
the wall (up to y=L � 0:03) leading to the slower approach of the
free-stream velocity mentioned already. In the lower part of the
boundary layer, approaching the wall, the viscous stress clearly
dominates, but the presence of turbulent spots increases the total
stress s at some locations leading to an increase in Cf .

In Fig. 8 (left pane), the Nusselt number obtained in Simulations
T30 and T42 is compared to its laminar distribution as obtained in
Simulation T00. In the region between x=L ¼ 1 and x=L ¼ 3:4, in
Simulation T42 an increase in Nu in the range 20–40% can be ob-
served, depending on the location along the plate. Upstream of
x=L ¼ 3, the Nusselt number obtained in Simulation T42 can be
seen to be somewhat larger than the one obtained in Simulation
T30. This is a direct consequence of the difference in integral
length-scale which is reflected by differences in the spectral distri-
bution of energy among the various scales of the free-stream tur-
bulence. From the figure we can conclude that the energy
contained in those free-stream modes that are most effective in
the triggering of boundary layer disturbances responsible for the
increase in Nu is higher in Simulation T42 than in Simulation
T30, even though the integral length-scale K in Simulation T42 is
smaller than K in Simulation T30, which is closer to the value of
Dullenkopf and Mayle (1995) advocated for maximum Nu increase.

Fig. 8 (right pane) shows the total wall-normal heat flux

qtotal ¼
v 0T 0

U0T0
� 1

Pr Re

@ T
T0

� �

@ y
L

� �
from Simulations T00 and T42 and the wall-normal heat flux due to
fluctuations, v 0T 0

U0T0
from Simulation T42 ( v 0T 0

U0T0
¼ 0 in Simulation T00) in

the flat plate boundary layer at x=L ¼ 0:5;1:0; . . . ;4:0. In Simulation
T42, the unsteady motion in the free-stream induces fluctuations in
the boundary layer that result in a non-zero wall-normal heat flux
not only in its upper part, but also above the boundary layer up
to about y=L � 0:06. In the lower part of the boundary layer, the
presence of the wall significantly damps the wall-normal fluctua-
tions. Because of this, also the fluctuation-induced normal heat flux
becomes negligible. Those fluctuations that do reach the lower part
of the boundary layer induce low-speed streaks (see Figs. 9 and 11
below) that form due to a lift-up mechanism, similar to the one that
generates low-speed streaks in a turbulent boundary layer. It can be
seen that in the region where the laminar boundary layer initially
develops ðx=L ¼ 0:5Þ the importance of the upward transport of heat
due to fluctuations is relatively small; the importance gradually in-
creases downstream until x=L ¼ 1:5 – where the acceleration
parameter assumes values larger than K ¼ 2:5� 10�6. Further
downstream, the maximum fluctuation-induced heat flux slowly
begins to decrease and finally becomes approximately constant
beyond x=L ¼ 3. Compared to Simulation T00, the effect of the
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free-stream fluctuations on the total heat flux in the lower part of
the boundary layer of Simulation T42 is far more significant than
the effect that the fluctuations have on the total shear stress (see
also Fig. 7).

When the acceleration parameter decreases, the boundary layer
does not immediately turn turbulent. This is explained by the grad-
ual decrease of the rms values of the streamwise velocity, urms, in
the free-stream from urms ¼ 0:05U0 at x=L ¼ 0 to urms < 0:02U0 for
x=L P 3:0.

3.3. Instantaneous quantities

Figs. 9 and 11 show a grid plane close to the surface of the flat
plate with contours of the streamwise velocity fluctuations u0 in
the upper panes and contours of the temperature fluctuations in
the lower panes for the Simulations T30 and T42, respectively.
The location of the grid plane is such that y=L varies from 0.0028
near x=L ¼ 0 to 0.0014 near x=L ¼ 4 or – in terms of wall-units –
10 < yþ < 20.

All snapshots in the upper panes clearly show the presence of
low-speed and high-speed streaks in the FPG region of the flat
plate. The low-speed streaks form as low-speed (hot) fluid origi-
nating from the bottom of the boundary layer moves upwards,
while the high-speed streaks form as high-speed fluid from the
top of the boundary layer moves downwards. The black elipses
identify turbulent-like spots that are observed in all simulations.
These spots are formed in a region upstream of x=L ¼ 2 where
the favourable pressure gradient is still relatively mild. As can be
seen from the acceleration parameter K shown in Fig. 5 (right),
the acceleration of the outer flow reaches a peak at x=L � 2:2. Be-
cause of this strong acceleration ðK > 2:5� 10�6Þ, the turbulent-
like spots relaminarise as they are convected downstream. This
supports the relaminarization criterion used by Jones and Launder
(1973), see also Fig. 5 (right pane). A zoomed view of the upper tur-
bulent spot in Fig. 9 is shown in Fig. 10, where the streamwise
structures can be seen to become increasingly finer in the down-
stream direction.

The lower panes of Figs. 9 and 11 show contours of the temper-
ature fluctuations T 0, in a snapshot of the temperature field from
Simulations T30 and T42, respectively. By comparing T 0 to u0 – dis-
played in the upper panes – a correlation can be seen between
areas of high temperature and the presence of low-speed streaks.
High-speed streaks, on the other hand, are observed to correspond
to areas of relatively low temperature.

Fig. 12 shows the instantaneous temperature T=T0 and the
streamwise velocity fluctuations �u0=U0 from Simulation T42
along the spanwise line at x=L ¼ 1 in the plane shown in Fig. 11.
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Fig. 12. Simulation T42: cross-section at x=L ¼ 1 through the plane shown in Fig. 11
showing �u0=U0 and T=T0.
The variations in T=T0 are closely mirrored by the variations in
�u0=U0, which confirms the observation made above of a correla-
tion of areas of high temperature and the occurence of low-speed
streaks. Similarly, a correlation between areas of low temperature
and the presence of high-speed streaks can also be seen.

Fig. 13 shows a comparison between Simulations T30 and T42
of the fluctuating streamwise velocity u0=U0 in a cross-section
through the boundary layer at x=L ¼ 1. It can be seen that the dis-
tance between the streaks in Simulation T30 is somewhat larger
than in Simulation T42. This is likely to be a direct consequence
of the larger integral length-scale of the free-stream fluctuations
introduced at the inflow plane of Simulation T30. As evidenced in
Fig. 8, compared to Simulation T30, at x=L ¼ 1 the higher-wave-
number streamwise-fluctuations introduced into the boundary
layer in Simulation T42 lead to a larger increase in Nu. However,
the observed fluctuations partly reflect the presence of turbulent
spots, which appear to be more frequent in Simulation T42 than
in Simulation T30 and are mainly responsible for the difference
in Nusselt numbers observed in the two simulations.

Fig. 14 shows a series of six cross-sections at
x=L ¼ 0:5;1:5;2:0:2:5;3:0;3:5 with fluctuating velocity vectors in
the ðy; zÞ-directions from Simulation T42 combined with contours
of the instantaneous temperature field T=T0. The boundary layer
thickness according to Fig. 6 is included and also the thickness of
the thermal boundary layer, dT , which is defined here as the height
where the mean temperature from Simulation T42 has reduced
from T0 at the flat plate to approximately 0:715T0. The scaling of
the vectors is identified by reference vectors located at the upper
left of each pane. As the streamwise flow accelerates, vortical
structures in the free-stream get stretched and, as a result, their
axes increasingly align with the direction of flow. As a consequence
of the stretching, the structures become thinner and the stream-
wise component of the vorticity vector increases in strength. The
latter is reflected in the figure by an increasingly intense rotation
in the free-stream that can be observed when moving in the down-
stream direction from x=L ¼ 1:5 to x=L ¼ 3:0. Especially at
x=L ¼ 2:5 and x=L ¼ 3:0 a very intense rotation is present in the
vicinity of the flat plate. Compared to the viscous boundary layer,
the thickness of the thermal boundary layer (which has a compar-
iable size at x=L ¼ 0:5Þ can be seen to grow significantly in the
downstream direction owing to the fluctuation-induced normal
heat flux.

To obtain a more detailed impression, in Fig. 15 the y-coordi-
nate of the cross-sections at x=L ¼ 2:5 and x=L ¼ 3:0 has been
stretched and the density of the vector field has been increased.
In the cross-section at x=L ¼ 2:5, near z=L ¼ 0:11, a strong vortex
can be seen to impinge on the boundary layer, sweeping hot fluid
from the surface of the plate upwards. Similar events can be seen
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Fig. 13. Simulations T30 and T42: cross-sections at x=L ¼ 1 through the planes
shown in Figs. 9 and 11 showing u0/U0.



Fig. 14. Simulation T42: vector field of the fluctuating velocity in the cross-sections x=L ¼ 0:5;1:5;2:0;2:5;3:0;3:5 along the flat plate, showing every seventh vector in the y
and z directions. The contours correspond to the instantaneous temperature T; dT identifies the approximate thickness of the thermal boundary layer and d identifies the
thickness of the viscous boundary layer.
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Fig. 15. Simulation T42: Stretched view of the vector field of the fluctuating velocity in the cross-sections x=L ¼ 2:5;3:0 along the flat plate, showing every fifth vector in the y
and z directions. The contours correspond to the instantaneous temperature T, the thickness of the boundary layer is identified by d, the thickness of the thermal boundary
layer is identified by dT and the horizontal dotted lines identify the location of the plane shown in Fig. 11.
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all along this cross-section of the plate. Also at x=L ¼ 3:0, impinging
rotating structures can be seen to sweep hot (low speed) fluid up-
wards while cool (low speed) fluid is transported towards the flat
plate. This interchange of low speed and high-speed fluid is re-
flected by the appearance of low- and high-speed streaks as ob-
served in Figs. 9 and 11. The diameter of the rotating structures
is about 4—5 times the boundary layer thickness d, which approx-
imately corresponds to the integral length-scale K employed in
this simulation (see Table 1 and Fig. 6, upper pane).

4. Conclusions

Three-dimensional Direct Numerical Simulations of flow over
and heat transfer from a heated flat plate with and without free-
stream fluctuations have been performed at a Reynolds number
of Re ¼ 80000. The special shape of the upper wall of the compu-
tational domain induced a strong favourable pressure gradient
along a significant portion of the flat plate. The free-stream fluctu-
ations (Tu ¼ 5% at the inflow plane) were generated in a separate
large-eddy simulation of isotropic turbulence in a box. By rescaling
the size of the box, the integral length-scale of the free-stream fluc-
tuations was varied.

In all simulations, the presence of free-stream fluctuations is
found to trigger low-speed and high-speed streaks in the boundary
layer flow. The effect of the acceleration is twofold. Firstly, it
stretches the free-stream vortical structures causing them to be-
come more intense and to align with the direction of flow. Sec-
ondly, it stabilises the boundary layer flow, which not only
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prevents streak instability but also promotes the relaminarisation
of young turbulent spots.

As the strong streamwise vortices impinge on the boundary
layer, cool outer (high speed) fluid is transported towards the flat
plate while hot (low speed) fluid is swept away from the flat plate
towards the free-stream. This mechanism promotes heat transfer
and causes the appearance of low-speed and high-speed streaks in-
side the boundary layer. The location of the low-speed streaks iden-
tifies the location of hot fluid and the location of high-speed streaks
identifies the location of relatively cold fluid. The small turbulent
spots that were observed upstream of x=L ¼ 2:0 increase heat trans-
fer by inducing an intense local mixing of hot and cold fluid.

In all simulations with free-stream fluctuations, the occurence
of turbulent spots along the upstream half of the plate was found
to lead to an elevated level of the friction coefficient, compared
to the laminar situation. As the turbulent spots relaminarise, the
friction coefficient was found to reduce to its laminar level. The
location of relaminarisation was found to coincide with the accel-
eration parameter K assuming values in excess of K ¼ 2:5� 10�6.
The effect of changing the integral length-scale of the free-stream
turbulence on the Nusselt number increase in the laminar part of
the boundary layer flow was found to be very small for the two
K values considered. As a secondary effect it was observed that
the number of turbulent spots increases when the energy con-
tained in the small scales of the free-stream fluctuations increases.
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